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EXECUTIVE SUMMARY

State accountability frameworks provide an important opportunity to provide consistent and transparent reporting of key school information to students, parents, educators, and other stakeholders. Under ESSA, states have significant flexibility in determining the indicators they will use to evaluate schools and determining appropriate supports and interventions. One key requirement is for states to include an “indicator of school quality or student success” in their systems. While this indicator cannot be given significant weight, it does play an important role in systems to signal what the state considers important in school performance.

Many states already include one or more indicators in their systems that match this definition and may not need to make revisions based on this requirement. However, some states will consider adding or modifying indicators in this category under new ESSA systems. The purpose of this paper is to analyze the research available with regard to these potential measures so that states can consider this as a key factor in determining which measures to select. There are numerous other important factors to consider including stakeholder feedback, cost of implementation, ability to disaggregate by student population, and the extent to which the measure effectively differentiates schools.

It is important to note that some measures may not meet these criteria for inclusion in the formal school accountability system, but may still be worthwhile to report publicly to parents and educators to provide additional data and information about schools. These measures may evolve to be formal accountability measures over time, or may remain important data points to share but not include in accountability systems.

In all ESSA-related decision-making, we encourage states to use evidence as a key guidepost for choosing the best options along with other essential criteria. We hope this paper provides a brief but helpful overview of the available evidence with regard to inclusion of many potential measures that could be used for this ESSA indicator. Finally, we note that research on these and other measures continues to evolve and we encourage states to adopt processes of continuous improvement that allow them to re-evaluate and refine their systems on an ongoing basis as additional research and information becomes available.
Introduction

The Every Student Succeeds Act (ESSA) requires states to use at least one "indicator of school quality or student success" (hereafter ISQ) that "allows for meaningful differentiation in school performance" and "is valid, reliable, comparable, and statewide," alongside the other required annual assessment data in their accountability systems. Schools and school districts must also be able to disaggregate data related to that indicator to inform stakeholders about students in different subpopulations: those from all racial and ethnic groups, students with disabilities, children from low-income families, and English learners.

While the ESSA requirement for an ISQ has received significant attention, it is important to note that some states already include such an ISQ in their accountability systems (e.g., drop-out rate, student attendance, credit accumulation, AP/IB participation/performance, dual enrollment, etc.). Therefore, while ESSA presents a clear opportunity for states that are interested in phasing in new indicators now or in the future, some states do not have to choose a brand new ISQ in order to comply with the new law, although they will almost certainly have to take new steps to ensure that they meet the sub-group reporting requirements that govern all ISQs.

Before considering new indicators, states will want to critically examine the quality and validity of all the existing indicators in their systems, particularly with regard to any performance targets in their annual growth indicators and so as to ensure that these are consistent with their ESSA-required state-wide interim and long-term academic achievement targets. Nevertheless, ESSA clearly also requires at least one ISQ as part of a state’s accountability system, thus providing an important opportunity to focus on new indicators that could contribute to continuous improvement in educational outcomes.

As they consider the type and number of these new indicators to add, states should be conscious of previous history. Under waiver and prior federal accountability requirements, some states found that they had tried to measure too much at the state level, had not considered the concerns of parents and families, and had not sufficiently recognized the technical, organizational, and fiscal capacity constraints of state education agencies (SEAs) and local education agencies (LEAs).

For states that are considering new or additional indicators, this brief provides an overview of frequently discussed possibilities and a summary of the research (or lack thereof) to support their inclusion. We urge states to carefully consider which indicators may be ready for inclusion in accountability systems in the near term, versus those that might be phased in over time as additional information becomes available.

---

2 Note that the purpose of this paper is to provide research evidence on indicators of state-determined outcomes. The specific interventions needed to improve an outcome are beyond the scope of this paper.
3 Chiefs for Change is grateful to David Steiner and Alanna Bjorklund-Young at the Johns Hopkins Institute for Education Policy for providing the research and analysis cited in this paper.
There may also be data elements that a state wishes to report on, but not to include in formal school accountability determinations. States will want to distinguish between indicators that belong in a state accountability system and those which a district or school may want to collect for diagnostic purposes and share with parents and the wider public. As they move forward, states will naturally want to be sensitive to their stakeholders and responsive to local interests. In particular, both the indicators themselves and the associated results need to be expressed in language that is accessible and meaningful as they are shared with parents.

Finally, states will need to consider their capacity to meet ESSA’s data disaggregation requirements. ESSA requires that all accountability indicators are valid and reliable and broken down by subpopulations, but very little research to date has investigated the most discussed indicators in this light. The process of disaggregating may be relatively straightforward for some indicators - such as student suspension rates - but for others such as school climate, data systems may need to be upgraded to meet this requirement. For example, while it is entirely feasible to report school climate through multiple surveys for subpopulations in a school, a minimum sample size to generate meaningful data needs to be determined, as well as the validity of comparing differing views from subpopulations versus the entire school.4

---

4 For example, research finds that race/ethnicity is an important predictor for explaining student perceptions of school climate (Thepa et al., 2013). Thus research must determine if this is because students of different races are treated differently, have different expectations, or a combination of the two, before we understand how to best compare school climate scores from subpopulations to the entire school population.
There are three main issues to consider when selecting indicators aside from the student outcome of interest.

1. **The first critical consideration is to determine which indicators are suitable to include in accountability systems.** Some indicators are valid and reliable for research purposes, but can be sensitive to potential manipulation when attached to incentives. For example, studies show that “conscientiousness” (sometimes labeled “grit”) and “mindset” can be reliably and validly measured using student surveys; however, top researchers caution against using them within accountability systems, since adults can easily influence student responses (Duckworth & Yaeger, 2015). The problem becomes still clearer in the case of suspension rates, which are highly correlated to dropout rates. But if the suspension rate became an accountability indicator, schools could be incentivized to reduce suspensions to zero without taking other steps to improve learning conditions for at-risk students, thus risking negative impacts on the academic performance of other students. Therefore, placing such measures in an accountability system, where adults have incentives and the ability to change student responses or produce simplistic solutions to complex educational challenges, should be considered with great caution.

2. **The second consideration is to choose an indicator that measures school-based factors, as opposed to factors that are largely beyond the schools’ control.** Student absence is a case in point: While strong research suggests that absences correlate with academic outcomes, absences are also highly correlated with students’ socio-economic backgrounds (Hansen, 2016). Therefore, a better indicator might combine an absolute measure of student absenteeism with a gap-closing measure, so that schools with chronically low attendance could show progress. Otherwise, we risk simply equating factors that are largely beyond the schools’ control, i.e., an out-of-school effect, with factors that the school can control.\(^5\)

3. Finally, while states must consider the strength of the evidentiary basis for selecting a particular indicator for their accountability system, they may have policy preferences which push them to choose an indicator with a relatively modest research base. For example, states might feel confident that their standardized tests accurately measure student achievement, but for political reasons desire indicators that are predictive of dropping out of high school, even if the research linking specific indicators to that outcome is relatively modest.

---

\(^5\) States use academic growth measures alongside proficiency measures for this same reason.
The briefing memo that follows provides specific research findings connecting indicators (such as teacher absenteeism) with important student outcomes (such as college readiness). However, for reasons we will explain below, the research simply does not enable us to offer a hierarchical ranked recommendation of the discussed indicators.

We define strength of research in several ways.

ESSA requires that the ISQ indicator must at least be “valid, reliable, comparable, and state-wide” (§ 1111, 129 Stat. 1836) and the draft regulations additionally require that these indicators are “supported by research that performance or progress on such measures is likely to increase student achievement or, for measures within indicators at the high school level, graduation rates.” Our own recommendation is that in selecting one or more ISQs, states not only meet this requirement but determine the level of research that supports their potential choice(s). This way they will maximize the chances that the indicators will serve as successful incentives to create states’ desired educational outcomes.

A very useful measure of the strength of research is the tiers of research evidence defined elsewhere in ESSA.

**ESSA defines four levels of research evidence in the following way (§ 8002, 129 Stat. 2091):**

1. **Strong Evidence**: based on at least 1 well-designed and well-implemented experimental study (often called a Randomized Control Trial).
2. **Moderate Evidence**: based on at least 1 well-designed and well-implemented quasi-experimental study.
3. **Promising Evidence**: based on at least 1 well-designed and well-implemented correlational study with statistical controls for selection bias.
4. **Strong Theory**: includes ongoing efforts to examine the effects of such activity, strategy, or intervention.

---

6 The final regulations issued by USDOE governing the accountability provisions in ESSA use the language of “student learning” rather than “student achievement” to clarify that the department does not intend “achievement” to be understood as referring only to student test performance. In the remainder of this paper, we thus adopt the new language.
When considering the functional difference between the levels of research on ISQs, states should keep in mind that they are in fact dealing with three inter-related components: (A) the intervention (concrete action(s) that teachers or schools actually perform) (B) the indicator the state is considering (the data point(s) it is actually collecting for accountability purposes) and (C) the student outcome (the results the state hopes to achieve). States will likely first choose a student outcome and then establish a set of indicators that are informative about that outcome. The level of research on the indicator impacts what the intervention should target in order to achieve the desired student outcomes.
The distinction between these three components and their research base is crucial. Level 1 research is the strongest category of evidence because it indicates a causal relationship between the indicator and the student outcome (i.e., a change in the indicator causes a change in the student outcome). Level 1 evidence is also particularly useful for policy purposes, because randomized control trials provide evidence about the efficacy of a specific intervention that changes the indicator, thereby providing information about what a school should do to impact the indicator and thus the student outcome. In short, only level 1 evidence directly ties all three components together.

Unfortunately, we have almost no level 1 research for ISQ indicators. One reason for this is that few of the indicators can be studied using a randomized control trial. For example, it is not feasible to randomly select a group of students and force them to be absent for a specific amount of time, in order to study the effects of these absences on their academic achievement.

We therefore mainly find level 2 and level 3 evidence for the indicators below. To take the same example of using student attendance as our indicator, Level 2 evidence plausibly provides causal estimates of an indicator’s effect on an outcome (e.g., the effect of student attendance on standardized test scores), although one has less confidence of causality than if the data had come from a randomized control trial. When data from a randomized control trial is unavailable, researchers can sometimes use statistical techniques that allow causal interpretation of the estimates. Level 2 research is also less useful than level 1 for policy purposes, because this research does not always include a specific intervention that impacts the indicator. Therefore, while level 2 research tells us that impacting an indicator will impact the associated outcome, that same research does not necessarily tell us how to impact that indicator – or in this case, it leaves us in the dark as how to increase student attendance. Schools and districts will have to review all the available research on how to move that indicator (or the outcome directly), and then choose the strongest research-backed intervention they can afford.

In contrast to level 2, level 3 evidence is correlational. This means that the indicator and the student outcome both change at the same time, but we cannot say that the indicator causes the student outcome to change. For example, we know that student suspensions (an indicator) are highly correlated with students’ dropping out of high school (a student outcome). However, does the act of being suspended cause students to drop out? Does a specific student behavior drive this relationship? Are students acting out and becoming suspended because they are academically behind (and is it this latter fact that is the true cause of their later dropping out)? Correlational research evidence simply does not identify the underlying causes of the relationship, but rather

---

For example, in order to study the effect of student absences on student achievement, researchers used snowfall as an instrument for school closings and student absences (Goodman, 2014). Instrumental variables are variable that are only associated with the outcome of interest (e.g. student achievement) through an observed variable (e.g. school closure), but not with variables that are unobserved to the statistician (such as student background, teacher quality, or school quality). Researchers use instrumental variables to studying the effect of student absences on student achievement in order to obtain a causal estimate, because student absences are correlated with student characteristics (such as race), some of which are plausibly not in the data.
offers only predictive information about the relationship between an indicator and the student outcome. The risk with level 3 indicators is that schools and districts will try to find interventions that directly impact the indicator, just as they would (rightly) do for a level 2 indicator; but now that would be a mistake, since by definition, they could have no assurance that impacting the level 3 indicator will change the student outcome. What they would have to do instead is look for interventions that other research suggests could impact the student outcome directly.

ESSA’s level 4 evidence is not considered statistically meaningful. We do not include any examples below.

To further clarify the distinctions between the different levels of evidence, consider the following concrete example. The state has chosen (B) – an indicator of student engagement and (C) the student outcome of high school persistence (i.e., a reduction of dropout rate). A school district is left having to find (A) – namely what actions it will support in its schools in an effort to reduce the dropout rate (C).

If the state has level 1 or 2 research about their chosen indicator (student engagement), then the district will know that increasing student engagement will increase the student outcome of high school persistence. Level 1 research will even tell the state specifically what researchers found to be effective in increasing the indicator of student engagement and thus the district can rationally employ these same actions. Neither the state nor the district would need to look for any additional research. Level 2 research establishes the causal relationship between the indicator of student engagement and the student outcome of high school persistence, but does not provide information about how to move the indicator. Therefore, the state (ideally) or the district would need to gather additional research about potentially effective interventions. However, because of the causal relationship in level 2 research, the intervention can target either the indicator or could directly focus on the student outcome.

If, on the other hand, student engagement has only level 3 research, this means that the indicator of student engagement and the student outcome of high school persistence typically move together, but does not
establish that increasing student engagement will change high school persistence. The state should therefore offer districts examples of interventions that directly target the student outcome, high school persistence. Note that there are fewer policy options with level 3 research: the state no longer has the option of targeting the indicator, student engagement. In the case of indicators supported only by level 3 research, if the state lacks any confidence that it can find strong examples of interventions that directly move the outcome, we would strongly urge the state not to adopt that indicator.

How should state policymakers think about all of this? An indicator supported by ESSA’s level 2 research – showing a causal relationship between an intervention and a student outcome – is normally preferable to an indicator resting on ESSA’s level 3 research – showing only a correlational relationship. This is because you want to know that if you change an indicator, an effect on the related student outcome will follow. We list below some of ESSA’s level 2-ranked research that causally links teacher absenteeism to academic performance. Measuring and then reducing teacher absenteeism, if it has reached the critical level to effect student performance, could be prudent policy. School and district leaders would then search for the best research-based interventions that reduce teacher absenteeism. If we had merely correlational data linking teacher attendance with student learning, then one could not conclude that impacting the former would create a change in the latter.

One might thus conclude that state policymakers should as a rule choose an indicator with level 2 rather than level 3 research support, even if the research for the former suggests a relatively modest causal relationship and the research for the latter suggests a very strong correlational relationship. This is especially important if the indicator is to be used for formal accountability, since as we have suggested, in the absence of causation-based research about the indicator, a district and/or school would have to target the outcome directly, and doing so might not impact its “rating” on the indicator.

There are perhaps rare cases when a state might nevertheless choose a level 3 research-supported indicator. A state might be interested in using the very high predictive power of an indicator’s relationship to an important outcome. For example, a state that is concerned with high school dropout rates might implement an indicator for ninth graders who are behind in credit accumulation or have failed more than one class. The correlational research suggests that such students are four times more likely to drop out of high school than their peers. Attention to these students is urgently required, and states might wish to push schools and districts to use a research-based, targeted intervention strategy for those students. But the state would also need to make very clear to districts and schools that their intervention strategies must target the outcome itself (dropout prevention), and not the indicator. For example, a randomized control trial provides evidence that “career academies” have a statistically significant effect on the desired outcome (high school completion rates) (Kemple and Snipes, 2000). Districts might do well to choose that intervention. But again, we would urge states interested in doing something like this not to put the level 3 indicator into their formal accountability system, since the research has not established that focusing on that indicator will cause a better measure on the outcome.
There may, of course, be non-research-based issues, including real-world politics and cost, that influence the choice of measures. Certainly, cost might make some choices of research-based ISQs unavailable, but spending less money on policies with no strong research base is unlikely to benefit students.

For these reasons, it would not be realistic to offer a cast-iron, rank-ordered list of the measures themselves. In general, we would recommend that, as they choose an indicator, states strongly bias their indicators towards those with strong level 2 research support whenever possible to avoid encouraging schools and districts to directly target level 3 indicators, which do not have an established causal relationship with student outcomes. They should also be sensitive to the grade-sensitivity of research and perhaps create a portfolio approach with interventions that vary according to the school level (elementary, middle, high). States could, for instance, include teacher attendance for elementary schools; student attendance for middle schools; and percentage taking and passing demanding course options for high schools.

**Research Overview of Non-Test-Score Indicators**

There are numerous indicators that states might use as a non-test-score indicator in accountability systems. The chart below provides a summary overview of the most-discussed measures, the grade levels in which they are best used, the magnitude of the effect size, and the strength of the research base to support its inclusion. Additional information on each of these indicators and supporting research is included after the chart.
<table>
<thead>
<tr>
<th>Indicator</th>
<th>Outcome Measure</th>
<th>Grade Level</th>
<th>Exemplary Finding Summary, Effect Sizes, etc.</th>
<th>ESSA Level of Research Evidence (See text above for details)</th>
<th>Strength of Causal or Correlational Relationship (1 is strongest, 4 is weakest)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student Attendance</td>
<td>Academic achievement, high school</td>
<td>K-12</td>
<td>Promising: evidence suggests that each additional absence leads to a .25% to 5% standard deviation (SD) decrease in students’ math scores in grades 3-5.</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

8 Definition of “Research Evidence”

1. Strong: the results indicate substantial effects (0.25 SD or more) OR evidence of strong positive correlation (over 0.5) with outcome, strong predictive power (identified over 50% of population of interest), or positively correlated with multiple outcomes of interest. Such indicators are recommended, especially as one of multiple measures.

2. Promising: the results indicate modest effects (less than 0.25 SD), correlated with outcome (below 0.50) with outcome and less predictive power (identifies 50% of population or interest or less). Such indicators are cautiously recommended, preferably as one of multiple measures.

3. Inconclusive: mixed or inconclusive results. Not recommended.


Note that as a rule, we do not consider research evidence from the publisher of a tool or any other interested parties.

The definition of effect sizes comes from:


9 Effect sizes provide a standardized measure of how a treatment impacts an outcome of interest. In this case, a student who misses an additional day of learning decreases their math test score by .25%-5% of a standard deviation (SD). This is in comparison to students who did not miss an additional day of school and therefore did not change their math test scores at all. Effect sizes are reported in standard deviation unit so that comparisons of effect sizes can be made across treatments and outcomes that are measured in different units.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Outcome Measure</th>
<th>Grade Level</th>
<th>Exemplary Finding Summary, Effect Sizes, etc.</th>
<th>ESSA Level of Research Evidence (See text above for details)</th>
<th>Strength of Causal or Correlational Relationship (1 is strongest, 4 is weakest)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teacher Attendance</td>
<td>Academic achievement</td>
<td>K-12</td>
<td>Promising: missing 10 additional days leads to 1.7%-3.2% SD decrease in math per student.</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Student Suspensions</td>
<td>Academic achievement, high school persistence</td>
<td>K-12</td>
<td>Promising: negative correlation with academic achievement – 49% of students who enter high school with 3 suspensions eventually drop out.</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>School Climate¹⁴</td>
<td>Academic Achievement</td>
<td>K-12</td>
<td>Strong: school climate is positively correlated with many improved academic and behavioral outcomes.</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

¹¹ Absences are defined here as teachers taking sick or personal leave. We acknowledge that teachers are contractually allowed to take a certain number of sick days and certainly do not advocate for a policy in which this is not the case. However, it should be noted that school districts could give teachers financial incentives for each day of contractually allowed leave not taken.


¹⁴ While there is a large research literature on school climate, and some of it strong, there is still not full agreement as to the components that get counted. Chiefs choosing to go this route should be advised that putting together a bundle of indicators through survey and observational instruments is a complex operation at all levels.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Outcome Measure</th>
<th>Grade Level</th>
<th>Exemplary Finding Summary, Effect Sizes, etc.</th>
<th>ESSA Level of Research Evidence (See text above for details)</th>
<th>Strength of Causal or Correlational Relationship⁸ (1 is strongest, 4 is weakest)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student Retention</td>
<td>Academic achievement, high school persistence</td>
<td>K-12</td>
<td>Unclear for use in an accountability system: recent quasi-experimental research finds that retention has initially positive effects on academic achievement, but this effect fades after 6 years. These researchers also find retention in 3rd grade has no effect on the probability of high school graduation.¹⁶</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Student Engagement</td>
<td>Academic achievement, high school persistence</td>
<td>K-12</td>
<td>Strong: student engagement is positively related to academic achievement and negatively related to the probability of dropping out of high school.</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Outcome Measure</th>
<th>Grade Level</th>
<th>Exemplary Finding Summary, Effect Sizes, etc.</th>
<th>ESSA Level of Research Evidence (See text above for details)</th>
<th>Strength of Causal or Correlational Relationship (1 is strongest, 4 is weakest)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Cognitive Skills</td>
<td>Academic achievement</td>
<td>K-12</td>
<td>Unclear: it is not clear how these could be validly used in an accountability system. Which measures or skills to target and how to measure them have not emerged from the literature. For example, some skills that are negatively associated with schooling outcomes are positively associated with increased wages in adulthood.</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

---


<table>
<thead>
<tr>
<th>Indicator</th>
<th>Outcome Measure</th>
<th>Grade Level</th>
<th>Exemplary Finding Summary, Effect Sizes, etc.</th>
<th>ESSA Level of Research Evidence (See text above for details)</th>
<th>Strength of Causal or Correlational Relationship (1 is strongest, 4 is weakest)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Early Drop-Out Indicators:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Attendance of 80% or less</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Failing a math course</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Failing an English course</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Receiving an out-of-school suspension</td>
<td>High school persistence</td>
<td>6th grade</td>
<td>Strong: One study identified 60% of students in 6th grade who eventually drop out.</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

19 Using multiple measures together in practice is often useful. See: [http://www.gadoe.org/Curriculum-Instruction-and-Assessment/Accountability/Pages/default.aspx](http://www.gadoe.org/Curriculum-Instruction-and-Assessment/Accountability/Pages/default.aspx) for an example of Georgia’s multiple college readiness measures.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Outcome Measure</th>
<th>Grade Level</th>
<th>Exemplary Finding Summary, Effect Sizes, etc.</th>
<th>ESSA Level of Research Evidence (See text above for details)</th>
<th>Strength of Causal or Correlational Relationship (1 is strongest, 4 is weakest)</th>
</tr>
</thead>
<tbody>
<tr>
<td>“On-Track” Drop-Out Indicators: - Enough credits to be promoted to 10th grade - No more than one F</td>
<td>High school persistence</td>
<td>9th grade</td>
<td>Strong: in one study, on-track students were 4 times more likely to graduate from high school than those who were off-track.(^ {21})</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Credit Accumulation</td>
<td>High school persistence</td>
<td>6-12</td>
<td>Strong: in one study, the number of failed courses correctly identified 80% of students who did not graduate.(^ {22})</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Indicator</th>
<th>Outcome Measure</th>
<th>Grade Level</th>
<th>Exemplary Finding Summary, Effect Sizes, etc.</th>
<th>ESSA Level of Research Evidence (See text above for details)</th>
<th>Strength of Causal or Correlational Relationship⁸ (1 is strongest, 4 is weakest)</th>
</tr>
</thead>
<tbody>
<tr>
<td>High School GPA</td>
<td>College readiness</td>
<td>9-12</td>
<td>Unclear for use in an accountability system: positive correlation with college GPA, persistence in 2nd year of college, college completion, and on-time completion.²³ There remain real concerns about grade inflation and lack of standardization between schools.²⁴</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>International Baccalaureate Diploma (and Pre-Diploma) Program</td>
<td>Academic achievement, college readiness</td>
<td>9-12</td>
<td>Promising: 50% more likely to attend selective colleges, and 11% more likely to stay in college for at least 2 years.²⁵</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Advanced Placement Courses</td>
<td>Academic achievement, college readiness</td>
<td>9-12</td>
<td>Strong: students who achieve a college credit-granting score on their AP exams are 1-2% more likely to graduate with a Bachelor’s degree within 4 years per exam.²⁶</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

²⁶ Note that a “college credit-granting score” depends on the college the student attends, although this is either a 3, 4, or 5.
### Dual Enrollment

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Outcome Measure</th>
<th>Grade Level</th>
<th>Exemplary Finding Summary, Effect Sizes, etc.</th>
<th>ESSA Level of Research Evidence (See text above for details)</th>
<th>Strength of Causal or Correlational Relationship (1 is strongest, 4 is weakest)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dual Enrollment</td>
<td>Academic achievement, college readiness</td>
<td>9-12</td>
<td>Strong: students are 6% more likely to attain any college degree (effect size of 0.14) and 5% more likely to attain a Bachelor’s degree (effect size of 0.12) when they participated in a dual enrollment program.²⁷</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

**Student Attendance**

**Overall Finding:** Unsurprisingly, student absences (both excused and unexcused) reduce academic achievement (Aucejo & Romano 2014; Goodman 2014; Gottfried 2009). Student absences also put students at risk for future truancy and increase their probability of dropping out of school (Alexander et al. 1997; Rumberger 1995). Goodman (2014) estimates that each absence caused by bad weather reduces math achievement by 5% of a standard deviation for elementary students and almost 4% for older students.²⁸ Other researchers have found more modest effect sizes: reducing students’ absences by ten days per annum is estimated to increase math and reading test scores by 5.8% and 3% of a standard deviation respectively (Aucejo & Romano 2014). These effects are stronger for poor students and black or Hispanic students (Goodman, 2014; Aucejo & Romano 2014).

**Possible Indicator:** The average number of student absences per year or the change in the average number of student absences per year. This indicator can be disaggregated. Measures would likely need to be in place in order to ensure data accuracy.

---

²⁸ These “older student” estimates are for grades 6th-8th and 10th grade.
**Teacher Attendance**

**Overall Finding:** Teacher absences reduce student learning (Miller et al., 2008; Clotfelter et al., 2009). Negative impacts can be both academic and emotional, and substitute teachers contribute significantly less to student learning (Herrmann et al. 2010). The overall effect sizes in research are at least moderate. One study estimates that 10 additional days of a teacher’s absence diminishes fourth-graders’ mathematics achievement by 3.2% of a standard deviation (Miller et al., 2008). Clotfelter et al. (2009) find statistically significant, but smaller, effect sizes (1.7% of a standard deviation decrease in math achievement and 0.9% percent standard deviation in reading). Even though these effect sizes appear small, they represent the average reduction *per student* in the class and therefore reflect much larger learning losses when aggregated over the class.

Interestingly, research also finds that unexpected teacher absences decrease student learning more than do anticipated teacher absences (Miller et al., 2008). Using data from North Carolina, researchers found that teachers serving low-income students were more likely to be absent than those teaching high-income students. Teachers of students in the lowest income quartile took almost one additional sick day a year on average when compared to teachers serving students in the highest-income quartile (Clotfelter et al., 2009).

Teacher absenteeism is a potentially promising data element, since it is already reported at the LEA level to the U.S. Department of Education for the Office for Civil Rights, though data quality would likely need to improve. Teacher attendance is currently used in New York state as part of required reporting for the state’s School Improvement Grants. At least sixteen states currently collect this data, with six reporting it in state report cards or accountability systems (D’Agati & Szuberla, 2015).

**Possible Indicator:** The average number of teacher absences per year. This indicator cannot be easily disaggregated, although a weighted average could be calculated. ²⁹ Measures would likely need to be in place in order to ensure data accuracy.

---

²⁹ The teacher’s absences could be weighted by the percentage of students taught by that teacher within a given subgroup.
Student Suspensions

**Overall Finding:** School suspensions are correlated with a host of negative outcomes, but research has yet to establish that this relationship is causal. Specifically, students who are suspended from school have lower academic achievement (Rumberger 1995; Advancement Project/Civil Rights Project 2000; Mendez 2003; Rausch & Skiba, 2005 Morris & Perry 2016) and are more likely to be retained in a grade and to drop out of school (Mendez, 2003; Gregory, Skiba, & Noguera, 2010). Research also finds that schools with higher levels of suspensions are associated with the lower achievement of non-suspended students (Perry & Morris, 2014). Males, students of color, those who are in special education, and/or students who qualify for free and reduced lunch, are much more likely to be suspended. Suspension in an earlier grade is positively correlated with suspension in later grades (Mendez, 2003; Mendez & Knoff, 2003; Gregory, Skiba, & Noguera, 2010).

**Possible Indicator:** The average number or the change in the average number of student suspensions per year. This indicator can be disaggregated. Measures would likely need to be in place in order to ensure data accuracy and that students are not being suspended in order to move this indicator. States would also have to ensure that n-sizes were large enough to use in a valid and reliable manner.

School Climate

**Overall Finding:** Durham et al. define “school climate” as how students, teachers, and parents view their school. School climate is positively correlated with social, emotional, and academic outcomes (Thapa et al., 2013). There is a growing body of work supporting the importance of school climate in promoting academic achievement, school safety, dropout prevention, teacher retention, healthy social interactions, and well-being (Cohen, 2010; Dynarski et al., 2008). Furthermore, research has found that students across all grades in K-12 education are more likely to achieve higher test scores in schools with positive school climates (MacNeil et al., 2009).

Researchers tend to identify five areas of school climate: safety, relationships, teaching and learning,

---

30 Note that “teacher engagement” can be considered one aspect of school climate. The ESSA gives teacher engagement as an example of a potential ISQ, however we have found very little research basis or valid measures that specifically isolate teacher engagement.
institutional environment, and the school improvement process (Thapa et al., 2013). Positive school climate is positively associated with many student outcomes, including better student mental and physical health, decreased student absences, and lower suspension rates (Thapa et al., 2013). A supportive school climate is also associated with increased teacher effectiveness (Kraft & Papay, 2014).

**Possible Indicator:** Numerous validated school-climate tools currently exist\(^{31}\) including the Comprehensive School Climate Inventory, which surveys school personnel, students, and parents to measure safety; teaching and learning; interpersonal relationships; and the institutional environment (Guo et al., 2011). This indicator cannot be easily disaggregated. Parent and student surveys could be combined with weighted teacher scores\(^{32}\) to arrive at a disaggregated measure, although it is unclear if the school-climate tools are valid for this purpose. Measures would likely need to be in place in order to ensure data accuracy as survey responses can be manipulated.

**Student Retention**

**Overall Finding:** Early research found that retaining students is associated with many negative outcomes including decreased socio-emotional outcomes, completion of fewer years of schooling, and decreased student learning (for example see: McCoy and Reynolds, 1999; Jimerson, 1999; Jimerson, 2001; Jimerson et al., 2002). However, more recent research concludes that higher-quality studies\(^{33}\) found less negative effects of grade retention on student outcomes (Allen et al., 2009). Indeed a recent quasi-experimental study of 3rd graders in Florida found that retaining students initially produces positive effects on achievement, although these effects fade out after 6 years. Further, in contrast to previous findings, this study finds that 3rd grade retention has no effect on the probability that students will graduate from high school (Schwerdt et al., 2015).

**Possible Indicator:** The percentage of students retained per year. This indicator can be disaggregated.

---

\(^{31}\) Other school climate surveys that have been validated include: Alliance for the Study of School Climate–School Climate Assessment Inventory (Schindler et al., 2003); 5Essentials (Bryk et al., 2010); Inventory of School Climate-Teacher (Brand et al, 2008); and School-Climate Inventory-Revised (Butler and Rakow, 1995).

\(^{32}\) i.e. weighted by the percentage of students within a given subgroup the teacher teaches

\(^{33}\) The researchers defined research quality in several ways. For example, they defined “comparison group quality” as high if the average pre-retention performance of the promoted group (on a ability measure or other initial outcome measure) was equivalent to the average pre-retention performance of the retained group. “Statistical control quality” as was given a high rating the researchers statistically controlled for a pre-retention measure of the outcome variable.
**Student Engagement**

**Overall Finding:** Student engagement is associated with both academic achievement and high school dropout rates. Engaged students are less likely to drop out of high school (Fredricks et al., 2004; Rumberger & Rotermund, 2012). Students that are engaged in school are also more likely to both earn higher grades and perform better on standardized tests (Marks, 2000; Fredricks et al., 2004; Wigfield et al., 2015). Empirical analysis has shown that students feel most engaged in elementary school, and that engagement typically declines with age, although this decline also depends on external circumstances (Wigfield et al., 2015). For example, the rate that student engagement declines can be faster in high-poverty schools that are low-performing (Yazzie-Mintz, 2007).

**Possible Indicator:** There are numerous validated measures of student engagement (Fredricks et al., 2011). Engagement can be measured using student surveys, teacher reports, or observational measures. Student surveys can be disaggregated, although are potentially easy to manipulate. Observational measures are harder to manipulate, but present challenges to disaggregate or are costly.34

---

**Non-Cognitive Skills**

**Overall Finding:** There is currently not sufficient evidence to suggest that these measures are ready for adoption in a state accountability framework. While these measures may be helpful to examine as part of a diagnostic review process or of school-level reporting, there can be unintended consequences for adopting measures into an accountability system that lack validity or effective measurement tools (Hess et al., 2009).

Interest in this topic has been generated by emerging research that shows some positive impacts of strong non-cognitive skills upon academic achievement. Egalite et al. define “non-cognitive skills” as “a set of behaviors, attitudes, and strategies that have been shown to be associated with individual success. This incorporates constructs such as optimism, resilience, adaptability, and conscientiousness.” However, as this very recent research study concludes, “Despite popular interest

---

34 Note that some observational measures observe individual students, and therefore might be costly to collect. Other observational measures observe the classroom, which might be difficult to disaggregate.
in this topic, our knowledge of how to measure these skills is still underdeveloped.” (Egalite et al., 2015)

Recent research builds on prior studies that indicate the limitations of traditional testing to predict future employment and income success. The challenges remain that the behaviors used to measure particular non-cognitive traits can be influenced by incentives and by other traits, and that we know little about the possible interference effect of measuring non-cognitive skills in a high-stakes environment. Further research suggests that, “indicators of adolescent skills have strong associations with educational attainment, but not subsequent labor market outcomes, and illustrate some problems in interpreting apparent skill gaps across demographic groups (Lundberg 2015).”

Additionally, questions have been raised about the very possibility of measuring non-cognitive skills as variables that are independent of academic behavior when: “Academic behaviors are extremely important for achievement.... virtually all other non-cognitive factors work through academic behaviors to affect performance.” Academic behaviors – attending class, doing homework, and studying – are easily measurable in the first case, as per “attendance” above, or cannot be easily measured at all (Farrington et al., 2012).

Possible Indicator: The average (or weighted) score from student surveys that measures a specific non-cognitive skill. This indicator can be disaggregated. Note that this indicator can be easily manipulated and therefore measures would need to be in place in order to ensure data accuracy.

Early Warning Indicators

Overall Finding: Well-known research from Johns Hopkins offers strong evidence that measuring a small number of variables at the middle-school level offers critical, predictive information about high school completion. Ruth Neild, Robert Balfanz, and Lisa Herzog, “An Early Warning System,” Educational Leadership, October 2007, http://new.every1graduates.org/wp-

For example, through the directions that students are given before completing their surveys.
In particular, “a 6th grader with even one of the following four signals had at least a three in four chance of dropping out of high school: A final grade of F in mathematics; a final grade of F in English; attendance below 80 percent for the year; or a final "unsatisfactory" behavior mark in at least one class.” A more recent analysis of 8th and 9th graders confirms that a system of similar indicators robustly predicts subsequent high school drop-out (Henry et al., 2012). Balfanz’s work is also used at the start of high school: The state of Louisiana has created a Dropout Credit Accumulation Index that measures schools by the numbers of credits accumulated through 9th grade (Louisiana’s High School Student Planning Guidebook, 2016-17).

**Possible Indicator:** The percentage of students who have one or more indicator per year. This indicator can be disaggregated. Measures would likely need to be in place in order to ensure data accuracy. States would also have to ensure that n-sizes were large enough to use in a valid and reliable manner.

**Credit Accumulation**

**Overall Finding:** Multiple indicators, including high absenteeism, poor behavior, negative relationships with teachers, and poor grades, predict whether a student will drop out of high school. Studies have shown that students who fail classes and/or fail to earn enough credits for promotion to the next grade are less likely to graduate from high school (Bowers & Sprout 2012; Jerald 2006). However, the most accurate predictive measures seem to be students’ attitudes about school, students’ behavior, and credit accumulation.

Credit accumulation is therefore especially informative when combined with other measures as part of an early warning indicator for high school dropout. For example, a study of Chicago Public Schools found that 9th students who were “on-track” (e.g., had accumulated enough credits to be promoted to 10th grade and had no more than one F in English, math, science, or social studies) were roughly 4 times more likely to graduate from high school on time than those who were not (i.e., 20% of off-track students graduated in 4 years in comparison to 81% of on-track students) (Allensworth and Easton, 2005). Using the “on-track” indicator from 9th grade correctly identified whether students graduated from high school 80% of the time (Allensworth and Easton, 2007). Failing courses in 9th grade reduces the probability a student will graduate from high school.
Possible Indicator: The percentage of students who have one or more “on-track” indicator per year. This indicator can be disaggregated. Measures would likely need to be in place in order to ensure data accuracy.

Grade Point Averages (GPA)

Overall Finding: Research finds that high school GPAs are more predictive of first-year college GPAs than are tests (Sawyer, 2010) and that they provide useful information about students’ non-cognitive abilities (Bowers, 2010). However, grade inflation is a large problem with using GPA as a college readiness measure: Researchers have documented the rise of mean GPAs, despite the fact that other measures of college readiness have not risen (Woodruff, 2004). Furthermore, there is a lack of standardization across classrooms and schools that renders comparability problematic.

Possible Indicator: The average GPA in a school per year. This indicator can be disaggregated. This indicator can be easily manipulated and measures would need to be in place in order to ensure data accuracy.

Course Completion (includes IB, AP, and DE)

Overall Finding: In analyzing student transcripts, Adelman (2006) found that completing a challenging high school curriculum is the greatest pre-collegiate indicator of Bachelor’s degree completion; this impact is even greater for black and Hispanic students than for white students. Twenty-five states currently require all school districts to offer IB, AP, and/or dual enrollment.

Possible Indicator: The percentage of students who participated in a given number of challenging courses such as IB, AP, or DE courses in the school year. This indicator can be disaggregated. Measures would likely need to be in place in order to ensure data accuracy.

International Baccalaureate (IB)

Overall Finding: While there is not a large body of research on the effects of the IB program on student learning, initial findings are promising. Public high-school students in Chicago who successfully completed the International Baccalaureate Diploma Program (IBDP) were 50% more likely to attend...
selective colleges and significantly more likely to stay in college for at least two years, than their matched peers. Qualitative analysis indicated that the students’ experiences in the IBDP taught them specific skills and behaviors required in college (Coca et al., 2012). (Approximately half of the students who began the IB program in 9th grade completed the IB Diploma – there were no negative academic impacts for those who did not). A further study showed that the IBDP also increased students’ probability of earning a B average or better in 11th grade coursework, with the greatest performance increase in mathematics (Cortes et al., 2013). Participation in IBDP also increased ACT scores (Saavedra, 2011).

**Possible Indicator:** The percentage of students who participated in IB courses and successfully completed their IBDP. This indicator can be disaggregated.

**Advanced Placement (AP) Coursework**

**Overall Finding:** There is significant research on the effects of AP courses on student learning, although the results are mixed as to whether taking an AP course alone is a sufficient measure of college readiness, or if both taking the course and achieving a certain score on the AP test is a superior measure.

For example, in-house researchers from the College Board found a positive relationship between AP courses and many college outcomes. They found that students who took one or more AP courses and exams had higher college GPAs, earned more credit hours, and were more likely to graduate in 4 years or less (Hargrove et al., 2008). College Board in-house researchers also found that students who had higher AP exam scores were more likely to have higher grades in the first year of college (Shaw et al., 2013). These findings suggest that taking an AP course alone is a sufficient college-readiness indicator.

However, independent research finds that both taking an AP course and passing the AP exam is a superior measure of college readiness. For example, Dougherty et al. (2005) conclude that the percentage of students who both take and pass AP exams is the best AP-related measure that a school is preparing students to graduate from college. Further, Smith et al. (2015) use quasi-experimental methods to show a causal relationship between AP exam scores and college graduation. Specifically, the researchers show that earning a college credit-granting score on the AP exam increases the probability that a student will receive a Bachelor’s degree within four years by 1-2 percentage points per exam.
**Possible Indicator**: The percentage of students who both participated in an AP course and earned a college credit-granting score\(^{36}\) on the AP exam. This indicator can be disaggregated. This indicator would be hard to manipulate.

**Dual Enrollment (DE)/Early College**

**Overall Finding**: While research is still limited in this area, one study does find a causal relationship between DE programs and college outcomes. Specifically, An (2012) finds that students in DE programs are 6% more likely to attain any college degree and 5% more likely to attain a Bachelor’s degree. Other researchers have found that participation in DE programs is positively correlated with a higher college GPA, as well as higher college graduation rates (Karp et al., 2007; Speroni, 2011).

**Possible Indicator**: The percentage of students who participated in a DE course and earned a passing grade in that course. This indicator can be disaggregated.

---

\(^{36}\) Since this score depends on the college the student ultimately attends, states and districts could define this in various ways, such as choosing the lowest score needed for college credit (i.e. a 3), or the score needed on average (rounded to the nearest integer) for the previous years’ graduating class, for example.
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